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Abstract

Objective—To develop a natural language processing (NLP) package to extract social 

determinants of health (SDoH) from clinical narratives, examine the bias among race and gender 

groups, test the generalizability of extracting SDoH for different disease groups, and examine 

population-level extraction ratio.

Methods—We developed SDoH corpora using clinical notes identified at the University of 

Florida (UF) Health. We systematically compared 7 transformer-based large language models 

(LLMs) and developed an open-source package – SODA (i.e., SOcial DeterminAnts) to facilitate 

SDoH extraction from clinical narratives. We examined the performance and potential bias of 
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SODA for different race and gender groups, tested the generalizability of SODA using two 

disease domains including cancer and opioid use, and explored strategies for improvement. We 

applied SODA to extract 19 categories of SDoH from the breast (n=7,971), lung (n=11,804), 

and colorectal cancer (n=6,240) cohorts to assess patient-level extraction ratio and examine the 

differences among race and gender groups.

Results—We developed an SDoH corpus using 629 clinical notes of cancer patients with 

annotations of 13,193 SDoH concepts/attributes from 19 categories of SDoH, and another cross-

disease validation corpus using 200 notes from opioid use patients with 4,342 SDoH concepts/

attributes. We compared 7 transformer models and the GatorTron model achieved the best mean 

average strict/lenient F1 scores of 0.9122 and 0.9367 for SDoH concept extraction and 0.9584 and 

0.9593 for linking attributes to SDoH concepts. There is a small performance gap (~4%) between 

Males and Females, but a large performance gap (>16%) among race groups. The performance 

dropped when we applied the cancer SDoH model to the opioid cohort; fine-tuning using a smaller 

opioid SDoH corpus improved the performance. The extraction ratio varied in the three cancer 

cohorts, in which 10 SDoH could be extracted from over 70% of cancer patients, but 9 SDoH 

could be extracted from less than 70% of cancer patients. Individuals from the White and Black 

groups have a higher extraction ratio than other minority race groups.

Conclusions—Our SODA package achieved good performance in extracting 19 categories 

of SDoH from clinical narratives. The SODA package with pre-trained transformer models is 

available at https://github.com/uf-hobi-informatics-lab/SODA_Docker.
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1. INTRODUCTION

Social [e.g., education] and behavioral [e.g., smoking] determinants of health (hereafter 

SDoH for simplicity) are increasingly recognized as important factors affecting a wide 

range of health, functional, and quality of life outcomes, as well as healthcare fairness 

and disparities. For example, up to 75% of cancer occurrences are associated with SDoH, 

[1] which affect individual cancer risks and influence the likelihood of survival, early 

prevention, and health equity. [2–4] SDoH are associated with the frequency of opioid 

use and are important factors in preventing opioid misuse. [5–7] Various national and 

international organizations, such as the World Health Organization (WHO) [8], Healthy 

People 2030 [9], American Hospital Association (AHA) [10], National Institutes of Health 

(NIH), and Centers for Disease Control and Prevention (CDC) [11] have unanimously 

highlighted the importance of SDoH to people’s health. There is an increasing interest in 

studying the role of SDoH in health outcomes and healthcare disparities, yet SDoH are not 

well-documented in electronic health records (EHRs). In February 2018, the International 

Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM) Official 

Guidelines for Coding and Reporting approved that healthcare providers involved in the care 

of a patient can document SDOH using Z codes (Z55–Z65); however, current reporting of 

SDoH using ICD-10-CM Z codes is relatively low (2.03% at patient-level) [12] and most 
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individual-level SDoH are only documented in clinical narratives. [13] Natural language 

processing (NLP) systems that extract comprehensive SDoH information from clinical 

narratives are needed.

SDoH are often referred to as factors related to the conditions and status where people 

are born, live, and work, and are distinct from medical determinants of health (MDoH, 

e.g., diseases, medical procedures) from healthcare. [9] The definition of SDoH varies 

across different organizations. Still, common SDoH categories usually include economic 

stability, education access and quality, social and community context, neighborhood and 

built environment, and healthcare access and quality. [9] There is growing evidence on 

the significant association of SDoH with healthcare outcomes such as mortality [14], 

morbidity [15], mental health status [16], functional limitations [17], and substance use 

including opioid crisis [7]. For example, Galea et al. [18] estimated the number of 

cancer deaths attributable to SDoH in the United States and reported that low education, 

racial segregation, low social support, poverty, and income inequality attributed to cancer 

deaths were comparable to pathophysiological and behavioral causes. Albright et al. [5] 

identified education, housing stability, and employment status significantly associated with 

the frequency of opioid abuse.[5,6] Cantu et al. [7] examined three counties with opioid 

misuse in Ohio and identified social and economic instability such as unemployment, 

criminalization of substance use, limited access to healthcare, poverty, and social isolation 

among the root causes. As SDoH are not well-documented in structured EHRs, many studies 

[8,19,20] have explored SDoH collected using surveys.

Extracting SDoH from clinical narratives is a typical task of clinical concept extraction or 

named entity recognition (NER), which identifies phrases of interest (represented using the 

beginning position and ending position in the text) and determines their semantic categories 

(e.g., homelessness, smoking). While SDoH were more frequently captured in clinical 

narratives than structured codes, they were captured only in a subset of notes. Therefore, 

researchers typically identify the subset of notes with SDoH mentions using note types or 

key words, to facilitate the developing of corpora. Previous studies [13] have applied NLP 

methods to extract a single SDoH category from clinical narratives such as homelessness 

and housing insecurity [21,22], employment status [23], suicide detection [24], marital status 

[25], and substance use [26,27]. Rule-based and traditional machine learning models have 

been applied. Recent studies developed corpora with multiple common SDoH categories 

and applied deep learning-based NLP models. Yetisgen et al. [28] developed a corpus of 

13 SDoH categories using notes from the publicly available MTSample dataset; Lybarger 

et al. [29] developed a corpus of 12 SDoH using clinical notes from the University 

of Washington and applied deep learning models including bidirectional long short-term 

memory (bi-LSTM) and BERT; Feller et al. [30] developed a corpus of 5 SDoH categories 

using notes from Columbia University Medical Center and applied traditional machine 

learning models; Stemerman et al. [16] developed a corpus of 6 SDoH categories and 

applied the BI-LSTM model; Gehrmann et al. [31] and Han et al. [32] explored SDoH 

using clinical notes from the Medical Information Mart for Intensive Care III (MIMIC-III) 

dataset; Feller et al. [33] developed a corpus of 6 SDOH categories using notes from 

Columbia University Irving Medical Center. We also have developed an SDoH corpus and 

transformer-based NLP methods [34], examined the extraction ratio for a lung cancer cohort 
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[35], and identified potential disparity for treatment options in a type 2 diabetes cohort 

[36]. As SDoH is not routinely collected in EHRs, previous studies used “key words” or 

“section names” to identify the notes or sections potentially with mentions of SDoH for 

annotation. For example, Gundlapalli et al. [21] used key words “homeless” to identify notes 

related with homeless; Feller et al. [30] used distributional semantic distance to identify 

sections contains SDoH; the n2c2 NLP challenge [37] identified social history sections for 

development of corpora.

Most recent studies for SDoH often applied deep learning models [38]. The 2022 n2c2 

organized an NLP challenge focusing on SDoH, which greatly improved the adoption 

of transformer-based large language models (LLMs)[37]. Recent studies have explored 

transformer architectures such as BERT and RoBERTa [39,40]. Most NLP methods for 

SDoH were developed without a disease domain, yet researchers must apply these methods 

to a disease-specific cohort to study the role of SDoH in EHR-based retrospective cohorts. 

It is unclear how well current NLP systems can be used to extract SDoH for retrospective 

patient cohorts and across different disease domains. Until now, there is no off-the-shelf 

NLP package to facilitate the use of SDoH for EHR-based studies. It is important to 

develop not only accurate but fair and inclusive NLP methods to prevent potential disparities 

caused by medical AI systems. The research community has become increasingly aware of 

potential bias of LLM-based NLP methods for healthcare. Recent studies have discovered 

the potential bias of LLMs and NLP for healthcare. [41,42] For example, a study reported 

an NLP method to detect Opioid misuse had systematic bias in false negative rate (32%) for 

the Black population compared to the White population (17%). [43] Yet, there is no study to 

examine the bias in extracting SDoH for different race and gender groups.

The goals of this study were (1) to develop an SDoH corpus and an open-source NLP 

package, SODA (i.e., SOcial DeterminAnts), with pre-trained state-of-the-art transformer 

models for SDoH extraction from clinical narratives, (2) examine potential bias of SODA 

for different race and gender groups and test the generalizability of SDoH extraction 

across two disease domains including cancer and opioid use, and (3) examine extraction 

rates for various SDoH categories in 3 cancer-specific (breast, lung, colorectal) cohorts, 

and variations of extraction rates among race and gender groups. We developed a SDoH 

corpus using clinical notes of cancer and a smaller cross-disease validation corpus using 

opioid use patients identified at the University of Florida (UF) Health and compared 

transformer models including Bidirectional Encoder Representations from Transformers 

(BERT) [44] and RoBERTa [45], DeBERTa[46], Longformer[47], and GatorTron[48]. Then, 

we explored strategies to customize the cancer-specific NLP model to an opioid user cohort. 

We integrated SODA with pre-trained clinical models into an open-source software package.

2. METHODS

2.1 Data

This study used clinical narratives from UF Health Integrated Data Repository (IDR). The 

UF Health IDR is a clinical data warehouse that aggregates data from the university’s 

various clinical and administrative information systems, including the Epic (Epic Systems 
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Corporation) system. This study was approved by the UF Institutional Review Board (IRB 

#IRB201902362).

General cancer cohort: We identified a general cancer cohort between 2012 and 2020 in 

UF Health IDR using ICD-9 and ICD-10 cancer diagnoses codes, and randomly selected 

20,000 cancer patients using stratified random sampling (by cancer types). Using this 

general cancer cohort, we identified and collected a total number of ~1.5 million clinical 

notes.

Opioid use cohort: We identified an opioid use cohort between 2016 and 2020 in UF 

Health IDR. Adult patients aged ≥18 who had at least one outpatient visit and at least 

one eligible opioid prescribing order (excluding injectable and buprenorphine approved for 

opioid use disorder). We excluded patients who had non-malignant cancers and who had 

their first opioid prescription order after Oct 1, 2019.

Identify SDoH keywords: We created a list of keywords to identify clinical notes that 

contained SDoH using a snowball strategy. We first collected seed keywords indicating 

SDoH from domain experts (TJG, WRH), healthcare representatives in stakeholders’ panel 

meetings, as well as the biomedical literature. Then, we iteratively reviewed notes to 

identify new SDoH keywords and extend the seed SDoH keywords until there were no 

new keywords identified.

Training and test datasets from the cancer cohort: We identified clinical notes 

containing SDoH by searching the SDoH keywords in the general cancer cohort’s clinical 

notes. Then, we identified clinical notes with at least three unique mentions of SDoH 

keywords and randomly sampled a subset for annotation. After annotation, we divided the 

annotated notes into a training set and a testing set with an 8:2 ratio and held out 10% of the 

training sample which we used as a validation set.

2.2 SDoH annotation

We reviewed SDoH categories defined by healthcare organizations and national agencies 

including the WHO, Healthy People 2030, and CDC and identified all SDoH categories 

and their attributes. We developed initial annotation guidelines according to the SDoH 

definitions from different resources and iteratively fine-tuned the guidelines in training 

sessions of annotation. During the training sessions, the study team met routinely to identify 

and review the discrepancies in annotation. Our domain experts served as judges when the 

two annotators could not reach an agreement. We monitored the annotation agreement using 

Cohen’s Kappa. When a good agreement score (>0.8) was achieved, the two annotators 

started annotation independently. We used the Brat Rapid annotation tool in this study.

2.3 Assess performance bias and extraction ratio among different race and gender 
groups

We assessed the performance of SODA for different race groups including White, Black, 

and Other, as well as gender groups including Female and Male. We also assessed the 

extraction ratio among different race and gender groups. The extraction ratio for a specific 

Yu et al. Page 5

J Biomed Inform. Author manuscript; available in PMC 2024 May 31.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



SDoH category and a specific patient group is defined as the number of unique patients 

from the specific patient group who have at least one SDoH concept from the specific SDoH 

category divided by the total number of patients in that specific patient group.

2.4 Cross-disease evaluation dataset from an opioid use cohort

We sought to examine how well the SDoH NLP models developed using cancer patients 

performed in a different cohort representing opioid use. We adopted the same procedure 

to identify clinical notes with at least three mentions of unique SDoH from the opioid use 

cohort and sampled a subset for annotation following the same annotation guidelines. We 

excluded cancer patients when sampling opioid notes for annotation to avoid any overlap 

between the two SDoH corpora. After annotation, we split the annotated notes into an 

additional fine-tuning set – used to fine-tune the cancer SDoH model, and a test set – used to 

evaluate the cross-disease performance on the opioid population.

2.5 NLP methods to extract SDoH

We approached SDoH extraction as a two-stage NLP task, including (1) a concept extraction 

step to identify SDoH concepts and attributes and (2) a relation extraction step to link the 

attribute to the targeted SDoH concepts. Table S1 (in the Supplement) provides the attributes 

identified for SDoH categories. For example, “attend religious service” is a concept for 

“social cohesion” where “1 to 4 times per year” is an attribute indicating the frequency 

of attending religious service; “every day smoker” is an SDoH concept for “tobacco use” 

where “cigarettes”, “1 packs/day”, and “46 years” are the attributes indicating the smoking 

type, pack per day, and years of smoking, respectively. We explored pre-trained models from 

two state-of-the-art transformer architectures, BERT and RoBERTa. Our previous study 

showed that BERT and RoBERTa consistently outperformed other transformer models for 

clinical concept extraction [49]. Following our previous studies on clinical transformers, we 

examined pre-trained transformers from general English corpus (denoted as ‘_general’, e.g., 

‘BERT_general’) and clinical transformers pre-trained using clinical notes from the MIMIC-

III database (denoted as ‘_mimic’, e.g., ‘BERT_mimic’). We adopted the default parameters 

optimized in our clinical transformer package [49]. We also explored new transformer 

architectures including DeBERTa [46], Longformer [47], and GatorTron [48]. GatorTron is 

developed using BERT architecture with 82 billion words from over 290 million clinical 

notes at UF Health, 6 billion words from PubMed, and 2.5 billion words from Wikipedia, 

which is the largest encoder-only LLM in the clinical domain. We used the GatorTron-base 

model with 345 million parameters.

Identification of SDoH concepts and attributes using concept extraction—We 

approached clinical concept extraction as a sequence labeling problem and adopted the 

‘BIO’ labeling schema, where ‘B-’ and ‘I-’ are label prefixes indicating words at the 

beginning and inside of a concept, and ‘O’ stands for words located outside of any concepts 

of interests. We solved the task as a classification – for each word in a sentence, we 

determined a label in [‘B’, ‘I’, ‘O’]. In this study, we used the pre-trained transformer 

models to generate distributed word-level and sentence-level representations, then added a 

classification layer with Softmax activation to calculate a probability for each category. The 

cross-entropy loss was used for fine-tuning.
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Linking attributes to core SDoH concepts using relation classification—The 

goal was to link attribute concepts (e.g., smoking frequency) to the core SDoH concept (e.g., 

tobacco use). Following our previous experience in relation classification, we approached 

attribute linking as a classification task – we generated candidate pairs of concepts and 

trained machine learning classifiers to classify them into predefined relation classes. We 

adopted a heuristic method developed in our previous studies [50,51] to identify candidate 

pairs of clinical concepts. Specifically, two concepts can be considered as a candidate pair 

if there is a relation defined between the semantic categories of the two concepts. For 

example, an “Employment” concept and an “Occupation” concept can be a candidate pair, 

but an “Education” concept and an “Occupation” concept cannot. The Supplement Table S1 

provides detailed information about the heuristic rules. Then, pre-trained transformer models 

were used to generate a distributed representation. To distinguish concepts, we introduced 

two sets of entity markers, i.e., [S1] and [E1] for the first concept, and [S2] and [E2] 

for the second concept. To determine the relation type, we concatenated the contextual 

representations of the model special [CLS] token and all four entity markers and added a 

classification layer (a linear layer with Softmax activation) to calculate a score for each 

relation category. The cross-entropy loss was used in fine-tuning.

2.6 Evaluation and experiments design

Evaluation methods: We first evaluated SODA using a standard setting where both the 

training and test data were from a cancer cohort. We evaluated SODA on three subtasks 

including (1) a concept extraction task to extract SDoH concepts and attributes, (2) a 

relation extraction task to link attributes to the target SDoH concept (given ground-truth 

SDoH concepts), (3) an end-to-end task to extract SDoH concepts and link attributes to 

SDoH concepts. Then, we conducted a cross-disease evaluation to evaluate the NLP models 

using clinical notes from an opioid use cohort. We compared three application scenarios 

to evaluate SODA in cross-disease settings including (1) directly applying the NLP models 

developed for cancer patients to patients of opioid use, (2) merging the cancer corpus with 

the opioid fine-tuning corpus and training a model from scratch, and (3) fine-tuning the 

cancer SDoH model using the opioid fine-tuning set.

Evaluation metrics: Cohen’s Kappa: We evaluated annotator agreement using Cohen’s 

Kappa, κ, coefficient, where higher κ denotes better annotator agreement. We used the 

strict and lenient micro-averaged precision, recall, and F1-score aggregated from all classes 

to evaluate the concept extraction and relation extraction. The strict evaluation requires 

machine learning models to precisely detect the same span of concepts as in the gold 

standard annotations. Whereas in the lenient evaluation, it is sufficient if the model detected 

span of concepts overlaps with the gold standard annotation. The official evaluation scripts 

provided by the 2018 n2c2 challenge [52] were used to calculate these scores.

Experimental setup: We used pretrained transformer models developed in our previous 

study [49], where the transformer architecture was implemented in PyTorch. We fine-tuned 

transformer models using the training set. The best model was selected according to the 

validation performance measured by strict F1-scores on the validation set. We adopted 
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an early stop strategy to stop the training when no improvements were observed in 5 

consecutive epochs. We conducted all experiments using two Nvidia A100 GPUs.

2.7 SODA package

We implemented SODA in Python based on the Transformers library developed by 

HuggingFace. We used a pipeline-based architecture with multiple components including 

preprocessing for tokenization and sentence boundary, SDoH concepts and attributes 

extraction, relation extraction to link SDoH concepts to attributes, and postprocessing to 

combine extracted SDoH concepts and relations into an output following the format used 

by the Brat rapid annotation tool. The fine-tuned GatorTron models were integrated into 

this package. We also created a Docker image to facilitate the study of SDoH using SODA. 

Using one NVIDIA A100 GPU, SODA could process 1 million notes in about 6 days.

3. RESULTS

Domain experts identified a total of 44 keywords (provided in the Supplement) suggesting 

SDoH in the snowball sampling procedure. We identified a total of 225,441 clinical 

notes containing at least three unique SDoH mentions from cancer patients and randomly 

sampled 700 for annotation. After de-duplicating and removing notes without valid SDoH 

annotations, there remained 629 notes in the cancer SDoH corpus. Two annotators (ZY and 

CD) annotated a total of 13,193 SDoH concepts in these notes. There were 19 categories of 

SDoH identified from the annotation. Table S1 (in the Supplement) provides the attributes 

identified for the 19 subclasses of SDoH. The inter-annotator agreement between the two 

annotators calculated by kappa score (using 20 overlapped notes) was low at 0.47 in the 

first training session, which was improved to 0.68 in the second round and eventually 

reached 0.89 after 5 iterative rounds of training followed by meetings to discuss and solve 

discrepancies. From the opioid cohort, we identified ~13 million clinical notes from 98,074 

patients. We followed the same annotation guidelines and annotated an SDoH corpus of 200 

notes for cross-disease evaluation. Table 1 shows detailed numbers of concepts annotated 

for each SDoH category. Table 2 shows the distribution of notes and SDoH concepts for 

training, validation, and test set of the two disease domains.

Table 3 compares 7 transformer-based NLP models for SDoH concept/attribute extraction 

and attribute linking. We run each transformer model 10 times using different random 

initializations to calculate the mean average scores and the standard deviations. For SDoH 

concept extraction, the GatorTron model achieved the best mean average strict/lenient F1 

scores of 0.9122 and 0.9367, respectively. Table S2 (in the Supplement) provides detailed 

scores for each SDoH subclass. For attribute linking using relation classification, the 

GatorTron again achieved the best mean average strict/lenient F1 scores of 0.9584 and 

0.9593, respectively. The end-to-end system using the best GatorTron model achieved strict/

lenient F1 scores of 0.8963 and 0.9133, respectively. Statistical test results showed that 

GatorTron is significantly better (p<0.05) than the second-best model for concept extraction, 

but not significantly (p>0.05) for attribute linking.

Table 4 compares performance differences of SODA for different gender and race groups 

using the end-to-end model based on GatorTron. There are large differences among race 
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groups where SODA has the highest performance in extracting SDoH for White group (F1 

scores of 0.9038 and 0.9160) and the lowest performance (F1 scores of 0.7465 and 0.7960) 

for the Other group with a performance gap over 15% in strict F1-score and 12% in relaxed 

F1-score. The performance difference among Male and Female is relatively small about 4%.

Table 5 shows the results of the cross-disease evaluation for concept extraction. When 

directly applying GatorTron trained using cancer data to the opioid cohort, we observed a 

performance drop from strict/lenient F1 scores of 0.9122 and 0.9367 to 0.8244 and 0.8565, 

respectively. Both customization strategies improved the F1-score of SDoH extraction for 

opioid use patients. The best strict/lenient F1 score of 0.8444 and 0.8760 was achieved by 

fine-tuning the cancer SDoH model using the opioid fine-tuning data.

Table 6 reports for three cancer cohorts the total number of SDoH concepts and the 

population-level extraction ratio – defined as the total number of patients with at least 

one specific SDoH category divided by the total number of patients. For lung cancer, we 

identified a total of 11,804 patients with 1,796,131 notes. For breast cancer, we identified 

7,971 patients with 1,143,304 clinical notes. For colorectal cancer, we identified 6,240 

patients with 1,021,405 clinical notes. We applied the end-to-end NLP model to extract 19 

SDoH categories and aggregated the SDoH to the patient level to examine the extraction 

ratio.

As shown in Table 7, the extraction ratio (same definition as in Table 6) varied among 

different race and gender groups. Among race groups, individuals from the “Other” group 

have a lower extraction ratio than individuals from the White and the Black group. 

For gender groups, individuals from the Male group have a lower extraction ratio than 

individuals from the Female group.

4. DISCUSSION AND CONCLUSION

NLP is the key technology to extract SDoH from clinical narratives. This study examined 

transformer-based NLP models for SDoH extraction from clinical narratives. We developed 

SDoH corpora from two disease domains (cancer and opioid use patients) with 19 SDoH 

categories and compared seven transformer-based NLP models for extraction. The end-

to-end NLP system using the GatorTron model achieved the best strict mean average 

F1-score of 0.8963 and the best lenient mean average F1-score of 0.9133, demonstrating 

the effectiveness of LLMs for SDoH extraction from clinical narratives. We examined the 

performance differences among gender and race groups and assessed patient-level extraction 

ratio using 3 real-world cancer cohorts including breast, lung, and colorectal. We integrate 

our transformer models and pipelines into an open-source package to facilitate the extraction 

of SDoH from clinical narratives.

This study systematically compared 7 transformer models using 19 categories of SDoH and 

developed an open-source package to facilitate SDoH extraction from clinical narratives. 

We performed statistical tests and found that the best GatorTron model is significantly 

better (p<0.05) than other transformer models for concept extraction. Our previous studies 

[49,51] showed that a clinical fine-tuned BERT model (BERT_mimic) outperformed a 
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general BERT model (BERT_general) on extracting clinical concepts. This study showed 

that BERT_general outperformed BERT_mimic for SDoH extraction. One potential reason 

is that most SDoH concepts are composed of general English words rather than medical 

words. This could be the potential reason that there is limited benefit from GatorTron [48], 

an LLM trained using a larger clinical corpus.

For relation extraction, the statistical test results showed that GatorTron is not significantly 

(p>0.05) better than the second-best model RoBERTa_general and the third-best model 

BERT_general. This study approached relation extraction as a classification task, therefore, 

our results may indicate that smaller transformer models could achieve performance 

comparable to large transformer-based LLMs for classification tasks. Future studies should 

examine this finding using more text classification datasets and exploring more transformer 

architectures.

Previously, we applied GatorTron in the 2022 n2c2/UW challenge [37] for the extraction 

of 5 categories of SDoH, 9 SDoH attributes, and 28 categories of relations. For concept 

extraction, our GatorTron model achieved a strict F1 score of 0.8341 and a lenient F1 

score of 0.9318, respectively. The end-to-end system based on GatorTron achieved a strict 

F1 score of 0.6395 and a lenient F1 score of 0.7913. (Scores were calculated using the 

official evaluation script developed by the 2018 n2c2 challenge) During the 2022 n2c2 

challenge, we fine-tuned GatorTron models for both SDoH concept/relation extraction and 

argument subtype classification and our system achieved the second best F1-score of 0.8903 

in extracting 5 categories of SDoH and their attributes according to the 2022 n2c2 official 

evaluation results.

The research community is increasingly aware of the potential bias and fairness of applying 

AI in healthcare. We assessed SODA for different race and gender groups and found 

that there are small performance gaps between Male and Female groups (~4%) but large 

performance gaps among race groups (>16% in strict F1-score). One potential reason is 

the relative smaller number of individuals randomly sampled from the Black and Other 

race groups. Further studies should examine potential causes such as the documentation 

variations for different race groups. In addition to the standard training/test evaluation using 

data from the same disease domain, we conducted a cross disease evaluation to examine 

how the cancer SDoH models perform on an opioid use cohort. We observed a performance 

drop when directly applying the cancer SDoH models to opioid use patients, indicating 

that the documentation of SDoH varied among different disease domains. We explored 

two strategies to customize the NLP model and the fine-tuning strategy achieved the best 

strict F1 score. The experimental results from the cross-disease evaluation showed that it is 

necessary to fine-tune the NLP module by annotating corpora from a new disease domain.

We also examined the patient-level extraction ratio for the 19 SDoH categories. The 

patient-level extraction ratio was largely consistent among three cancer cohorts with some 

variations. For example, the lung cancer cohort had a higher extraction ratio for tobacco use 

than the breast and colorectal cancer cohorts. This result is expected given the association 

between smoking and lung cancer and the strong emphasis on smoking cessation as a 

component of lung cancer therapy. There are 10 categories of SDoH extracted from 
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> 70% population of the cancer patients, including gender, race, tobacco use, alcohol 

use, drug use, education, living supply, marital status, occupation, and sexual activity; 9 

other categories had a relatively low extraction ratio (< 70% population), indicating a 

potential gap of documenting SDoH in EHRs. The extraction ratios vary among different 

gender and race groups. For example, the documentation ratios of the Black group for 

“Abuse”, “Financial constraint”, “Living condition”, “Physical activity”, “Social cohesion”, 

and “Transportation” are remarkably higher than other groups (over 10%). We searched 

existing studies examining these SDoH among different race groups for potential insights. 

It has been reported that Black children were more than twice as likely to be referred for 

abused victims[53]; Black older adults are at heightened risk of overall mistreatment and 

financial abuse [54]; the discrimination towards Black individuals in rental and housing 

markets remains pervasive[55]; there is higher work-related physical activity among Black 

compared with White[56]; and African American has more transportation burden than other 

groups[57,58]. The documentation of these SDoH categories might be affected by existing 

findings from the healthcare research community. However, future studies need to examine 

if the variations in documentation ratios reflect real-world incidences.

We identified a total of 38 SDoH categories (shown in Supplement Figure S1) from WHO, 

Healthy People 2030, and CDC, yet only found 19 categories from the randomly sampled 

629 notes, indicating the current reporting of SDoH in EHRs needs to be improved. 

In a previous study [59], we conducted a focused interview of stakeholders including 

oncologists, data analysts, citizen scientists, and patient navigators, and identified potential 

challenges and barriers to the low documentation ratio of SDoH in EHRs, including lack 

of integration into clinical workflow, lack of incentives for SDoH data collection, and lack 

of training and tools for clinicians to derive actionable insights for decision making. Future 

studies should explore strategies to reduce these barriers and improve the documentation of 

SDoH in EHRs.

This study has limitations. First, a limited number of instances were annotated for some 

SDoH categories (e.g., language) due to low documentation rates. As most notes don’t 

have SDoH documented, we sampled from clinical notes with at least three SDoH 

concepts identified by keywords, which may cause bias for annotation. We plan to annotate 

more notes from the minority race groups to increase the sample size and mitigate the 

performance differences. Similarly, the cross-disease performance of the NLP models could 

be further improved. Second, we may miss some keywords in the snowball procedure used 

to identify the seed SDoH keywords using domain experts. The NLP models were developed 

using notes from patients with cancer and opioid use. Customization through fine-tuning is 

needed when applying SODA to other disease domains. Our future work will investigate 

how person-level SDoH affect cancer risks, treatment outcomes, and disparities.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Table 1.

Annotation results for the Cancer cohort and the Opioid cohort.

SDoH Class
#Concepts 
Cancer

#Concepts 
Opioid SDoH Subclasses

#Concepts 
Cancer

#Concepts 
Opioid

Economic Stability 596 282

Financial constraint 97 42

Employment 499 240

Education 602 210

Language 25 2

Education 577 208

Health and Health care 4,370 1,194

Physical activity 223 78

SDoH ICD 61 0

Sexual activity 637 159

Drug use 577 210

Tobacco use 1,998 425

Alcohol use 874 322

Social and community context 908 397

Marital status 488 177

Social cohesion 420 220

Neighborhood and physical 
environment 1,257 499

Abuse (physical or 
mental) 412 183

Transportation 193 75

Living supply 523 214

Living condition 129 27

Gender, Race, and Ethnicity 990 332

Gender 846 283

Race 110 44

Ethnicity 34 5
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Table 2.

Distribution of notes and SDoH in training, validation/fine-tuning, and test sets of the cancer cohort; and the 

opioid cohort.

Disease domain Total # Training/Fine-tuning Validation Test

Cancer Total notes 629 452 51 126

Total entities 13,193 9,497 1,009 2,687

Entity/note 20 21 20 21

Opioid Total notes 200 90 10 100

Total entities 4,342 1,952 173 2,217

Entity/note 21 22 17 22
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Table 3.

Comparison of transformer models to identify SDoH concepts and link attributes on the cancer cohort.

Task Model
Strict Lenient

Prec. Rec. F(b=1) Prec. Rec. F(b=1)

Concept extraction to 
identify SDoH concepts and 
attributes

BERT_general
0.9024 (± 
0.006)

0.9074 (± 
0.005)

0.9048 (± 
0.003)

0.9335 (± 
0.010)

0.9339 (± 
0.004)

0.9336 (± 
0.004)

BERT_mimic
0.9057 (± 
0.006)

0.9094 (± 
0.005)

0.9080 (± 
0.004)

0.9333 (± 
0.005)

0.9344 (± 
0.005)

0.9338 (± 
0.002)

Roberta_general
0.9097 (± 
0.006)

0.9137 (± 
0.004)

0.9116 (± 
0.003)

0.9335 (± 
0.007)

0.9347 (± 
0.003)

0.9341 (± 
0.003)

Roberta_mimic
0.9022 (± 
0.008)

0.9063 (± 
0.003)

0.9042 (± 
0.004)

0.9311 (± 
0.007)

0.9321 (± 
0.003)

0.9316 (± 
0.003)

DeBERTa
0.9179 (± 
0.007)

0.9037 (± 
0.009)

0.9107 (± 
0.003)

0.9439 (± 
0.007)

0.9272 (± 
0.008)

0.9354 (± 
0.002)

GatorTron
0.9114 (± 
0.006)

0.9130 (± 
0.006)

0.9122 (± 
0.003)

0.9373 (± 
0.006)

0.9363 (± 
0.005)

0.9367 (± 
0.002)

Longformer
0.9136 (± 
0.008)

0.9069 (± 
0.004)

0.9102 (± 
0.003)

0.9373 (± 
0.006)

0.9284 (± 
0.005)

0.9327 (± 
0.003)

Relation classification to 
link attributes to core SDoH 
concepts

BERT_general
0.9608 (± 
0.002)

0.9540 (± 
0.006)

0.9574 (± 
0.004)

0.9615 (± 
0.002)

0.9548 (± 
0.006)

0.9582 (± 
0.004)

BERT_mimic
0.9439 (± 
0.007)

0.9659 (± 
0.005)

0.9548 (± 
0.003)

0.9447 (± 
0.007)

0.9667 (± 
0.005)

0.9555 (± 
0.004)

Roberta_general
0.9621 (± 
0.004)

0.9544 (± 
0.011)

0.9582 (± 
0.005)

0.9631 (± 
0.004)

0.9554 (± 
0.011)

0.9592 (± 
0.005)

Roberta_mimic
0.9557 (± 
0.004)

0.9494 (± 
0.017)

0.9525 (± 
0.008)

0.9567 (± 
0.004)

0.9503 (± 
0.017)

0.9535 (± 
0.008)

DeBERTa
0.9603 (± 
0.004)

0.9431 (± 
0.012)

0.9516 (± 
0.007)

0.9611 (± 
0.004)

0.9439 (± 
0.011)

0.9524 (± 
0.007)

GatorTron
0.9601 (± 
0.003)

0.9569 (± 
0.006)

0.9584 (± 
0.004)

0.9609 (± 
0.003)

0.9579 (± 
0.007)

0.9593 (± 
0.004)

Longformer
0.9625 (± 
0.005)

0.9498 (± 
0.007)

0.9561 (± 
0.004)

0.9635 (± 
0.005)

0.9507 (± 
0.007)

0.9571 (± 
0.004)

End-to-end GatorTron 0.9183 0.8754 0.8963 0.9356 0.8919 0.9133

Mean average precision, recall, and F1 score with standard deviation are reported. Best precision, recall, and F1-score are highlighted in bold. The 
best models for GatorTron and BERT_general was used in the end-to-end evaluation. The official evaluation script developed by the 2018 n2c2 
challenge was used to calculate the evaluation scores.
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Table 4.

Comparison of performance among different race and gender groups using end-to-end model based on the best 

GatorTron model.

Group # Patients
Strict Lenient

Prec. Rec. F(b=1) Prec. Rec. F(b=1)

Race

White 92 0.9342 0.8753 0.9038 0.9468 0.8871 0.9160

Black 41 0.8269 0.9085 0.8658 0.8489 0.9296 0.8874

Other 16 0.7922 0.7042 0.7456 0.8458 0.7518 0.7960

Gender
Male 37 0.9482 0.8960 0.9214 0.9644 0.9113 0.9371

Female 85 0.9045 0.8657 0.8847 0.9224 0.8829 0.9022

Lowest precision, recall, and F1-score are highlighted in bold. Other race: Include Asian or Pacific Islander, multi-racial, American Indian or 
Alaska Native, Indian, Native Hawaiian or Other Pacific Islander.
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Table 5.

Cross-disease evaluation of concept extraction on the opioid test data set.

Strict Lenient

Prec. Rec. F(b=1) Prec. Rec. F(b=1)

Direct evaluation 0.8295 0.8192 0.8244 0.8653 0.8479 0.8565

Fine-tuning 0.8350 0.8541 0.8444 0.8688 0.8833 0.8760

Merge and retrain 0.8329 0.8484 0.8406 0.8688 0.8804 0.8746

Direct evaluation: directly evaluating the cancer SDoH model using opioid test set; Fine-tuning: fine-tuning the cancer model using the Opioid 
fine-tuning set; Merge and retrain: merging the Cancer training set and opioid fine-tuning set and retraining the model.
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Table 6.

Number of SDoH instances and population-level extraction ratio from lung, breast, and colorectal cancers.

Breast cancer 
N=7,971

Colorectal cancer 
N=6,240

Lung cancer 
N=11,804

SDoH # Concepts Ratio # Concepts Ratio # Concepts Ratio

Abuse (physical or mental) 3,077 0.47 1,378 0.36 4,145 0.43

Alcohol use 6,179 0.94 3,598 0.95 9,195 0.95

Drug use 6,055 0.92 3,521 0.93 8,756 0.91

Education 5,825 0.88 3,370 0.89 8,463 0.87

Ethnicity 5,173 0.79 2,509 0.66 5,231 0.54

Financial constraint 2,485 0.38 981 0.26 2,766 0.29

Gender 6,486 0.99 3,731 0.99 9,552 0.99

Language 5,158 0.78 2,466 0.65 5,173 0.53

Living condition 3,192 0.48 1,866 0.49 5,359 0.55

Living supply 5,853 0.89 3,285 0.87 7,861 0.81

Marital status 6,015 0.91 3,472 0.92 8,655 0.89

Occupation/Employment 5,882 0.89 3,324 0.88 8,345 0.86

Physical activity 2,992 0.45 1,136 0.30 3,092 0.32

Race 5,709 0.87 3,087 0.82 7,376 0.76

SDoH ICD 562 0.09 345 0.09 1,239 0.13

Sexual activity 5,606 0.85 3,173 0.84 8,124 0.84

Social cohesion 2,458 0.37 981 0.26 2,727 0.28

Tobacco use 4,940 0.75 2,669 0.71 7,639 0.79

Transportation 2,524 0.38 1,018 0.27 2,877 0.30

SDoH: social determinants of health; ICD: International Classification of Diseases; Ratio: population-level extraction ratio.
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Table 7.

Comparison of extraction ratio for different race and gender groups over all individuals from lung, breast, and 

colorectal cancers.

SDoH White N=15,543 Black N=3,289 Other N=994 Male N=8,216 Female N=12,972

Abuse (physical or mental) 0.42 0.55 0.34 0.40 0.46

Alcohol use 0.95 0.98 0.91 0.94 0.95

Drug use 0.92 0.96 0.88 0.91 0.92

Education 0.88 0.95 0.83 0.87 0.89

Ethnicity 0.65 0.70 0.60 0.56 0.69

Financial constraint 0.30 0.42 0.28 0.27 0.35

Gender 0.99 0.99 0.97 0.98 0.99

Language 0.64 0.70 0.58 0.55 0.69

Living condition 0.50 0.64 0.46 0.52 0.51

Living supply 0.84 0.91 0.79 0.82 0.86

Marital status 0.91 0.96 0.89 0.89 0.91

Occupation/Employment 0.88 0.92 0.86 0.86 0.89

Physical activity 0.35 0.47 0.31 0.30 0.41

Race 0.82 0.88 0.56 0.76 0.83

SDoH ICD 0.09 0.19 0.06 0.12 0.10

Sexual activity 0.85 0.92 0.78 0.83 0.85

Social cohesion 0.30 0.43 0.26 0.27 0.35

Tobacco use 0.75 0.84 0.69 0.77 0.75

Transportation 0.31 0.43 0.28 0.28 0.36

Other: Include Asian or Pacific Islander, multi-racial, American Indian or Alaska Native, Indian, Native Hawaiian or Other Pacific Islander.
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